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ABSTRACT: Due to their combination of security and economic viability, finger vein biometrics have gained
considerable traction in recent years. They have the advantage of being the least vulnerable to identity theft because
veins are present beneath the skin, as well as being unaffected by the ageing process of the user. To address the ever-
increasing need for security, all of these variables necessitate working models. Using face recognition and Al-based
biometrics has become a hot subject in law enforcement because of the accidental demographic bias it introduces
into the process. Biometric prejudice, on the other hand, has far-reaching implications that transcend into everyday
situations. When an ATM transaction or an online banking transaction is compromised by a fake positive or negative
verification, it makes it simpler for fraudsters to carry out their criminal activities. The veins of a fingertip were the
subject of this research project’s investigation. Deep convolutional neural network models were utilised to extract
features from two widely-used and freely-available datasets of finger veins. Finger vein identification as a unique
biometric approach has received a lot of attention recently. Accuracy of greater than 98 percent is reached with the
deployment of multi-class categorization. The binary classification based model has a 97.51 percent accuracy rate.
The total outcomes and their effectiveness are fairly good with the implementation situations. Deep learning, an end-
to-end technique that has demonstrated promising results in domains like face recognition and target detection, may
be useful for finger vein recognition.
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To authenticate a person’s identification, a biometric authentication system measures certain physical traits or behaviors
of the person’s body in real-time. Iris scanners, for example, use biometric data to create digital representations of a
person’s identity. Accordingly, biometric authentication systems may identify or validate the individual by comparing
the data to other biometric records in the database using algorithms. Biometric authentication systems have two primary
modes of operation: identification and verification. The input data is compared to all known patterns in the database in the
identification mode. It is possible to determine if this individual is in the database using the system. Biometric input data
is compared to a single person’s unique pattern when in verification mode. If they’re not the same person, it’s a way to
stop many individuals from using the same identity [1, 2].

Biometric identification systems, like those shown in movies and science fiction, can be deceived by phoney resources.
The Hassassin in Dan Brown’s novel "Angels & Demons" chopped off Leonardo’s eye to steal the antimatter that was
locked behind a door with retina scanners [3, 4]. Retinal fingerprints are unique to each individual, yet hackers can still
find a method to get around them. The amount of protection provided by various biometric features also varies. It is
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FIGURE 1. Finger Vein Recognition Patterns.

more difficult to deceive the finger-vein based biometric verification system that the work is discussing today since it only
recognizes the unique patterns of finger-veins beneath the skin of the live individual [5, 6].

Key Points in Finger Vein and Research Statement

Finger-vein data is gathered with the use of specialized capturing equipment. Near-infrared light, a lens, a light filter,
and picture capturing technology make up the bulk of this capture apparatus. Finger veins are invisible to the naked eye
because they are hidden beneath the surface of the skin. Near-infrared light, which may penetrate through human tissue,
is used in this gadget [7, 8]. Near-infrared light is also blocked by pigments like hemoglobin and melanin [9].

Near infrared
g Light (LED)

FIGURE 2. Finger Vein Data Capturing

Finger vein biometrics uses a person’s individual vein patterns to determine their identity. Biometrics derived from
the blood vessels beneath the skin is also known as vascular biometrics. Using near-infrared light or visible light causes
haemoglobin — the iron-containing protein all have in our blood — to change colour. This means that the reader is able
to scan the vein patterns of the individual user. In the cloud, the vein pattern is kept in an encrypted digital format [10].

A near-infrared reader device has been in use for more than a decade for access control systems (people entering a
building) and ATMs (people withdrawing money). To identify people on internet services, finger vein biometrics proved
its versatility when the world became more connected than it is today [11].

Finger vein biometrics can be used as a primary or a secondary method of authentication for internet services. This is
an example of multi-factor authentication (MFA), which involves two factors: a password or social media login (the first
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factor), and a finger vein authentication (the second factor) [12—14].

Table 1. Modalities with Biometrics

Biometrics Long-term Stability Data Size Cost Accuracy Security Level
Finger Vein High Medium High High High
Fingerprint Low Small Low Medium Low

Face Low Large High Low Low

Iris Medium Large High High Medium

Voice Low Small Medium Low Low

Hand Geometry Low Large High Low Low

2. RESEARCH ASPECTS AND METHODOLOGY:

To recognize photos of 10 handwritten digits, the earliest neural networks LeNet were used, but nowadays, convolu-
tional neural networks (CNNs) are widely renowned for their ability to categorize 1000 images in the ImageNet database.
Conventional computer vision algorithms are often outperformed by CNNs because they are excellent at automatically
extracting characteristics from pictures [15].

Consider finger-vein identification as an image classification issue. The use of CNNs to solve the finger-vein identifi-
cation problem must be intriguing! To meet the demands of biometric authentication systems, what kind of tests should
conduct? It is common practice to first extract features, and then utilize that information to determine the distance between
them. The distribution of feature distances is used to establish a threshold. If the gap between the two traits is more than
a certain threshold, they are not considered to be the work of the same author. As long as the gap between these two traits
is less than the threshold, they are classified as belonging to the same individual [16-20].

FIGURE 3. Interior Analytics on Finger Veins

Finger-vein databases are available from a number of research institutions. SDUMLA-HMT has provided us with the
finger-vein dataset that is utilised.

Here would like to thank Shandong University’s MLA Lab for creating the SDUMLA-HMT Database for the work [21].
106 persons had their finger-vein pictures recorded in this collection. Index, middle and ring fingers of both hands were
snatched by the thugs. There are six images on each finger. The total number of photos is 3,816. Images are in the "bmp"
format and have a resolution of 320x240 pixels.



Sahar Wahab khadim et al. , Wasit Journal of Computer and Mathematics Science, Vol. 1 No. 2 (2022) p. 1-7

Feature
! vector VI ||
User A Calculating .

- . the Euclidean
"R Finger vein

distances D ,\/ b>thresh 7\ | Authentication
~

image of User A failure
between two ~
N
feature vector
Finger vein
device Authentication
Featur success
ONN > eature | |

vector V2

User B

Finger vein image
of User B

FIGURE 4. Analytics Patterns and Methodology.

Image capture includes not only a person’s finger, but also the background, which is often a camera. In order to preserve
the finger portion of the image and eliminate the backdrop, it is necessary to extract ROI. It’s necessary to determine the
ROI’s upper and lower bounds [22, 23].

Finger-vein Detection using Transfer Learning:

Large datasets need the use of CNN models with a large number of parameters. Complex CNN models need a long
time and a lot of resources to train from the beginning. To begin training from scratch in most circumstances, there is not
enough data. Another factor to consider is *overfitting. Insufficient data and a sophisticated model both increase the risk
of model overfitting [24, 25].
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FIGURE 5. Architecture of Deep Learning Model for Finger Vein Recognition.



Sahar Wahab khadim et al. , Wasit Journal of Computer and Mathematics Science, Vol. 1 No. 2 (2022) p. 1-7

This challenge can be solved with the help of transfer learning [26, 27]. The goal of Transfer Learning is to use an
existing model (one that has been pre-trained on a significant quantity of data) in a new context. Using a model pre-trained
on a big dataset of cats and dogs, that can categorize elephants and monkeys or cartoon cats and dogs, for example.

A pre-trained model may not perform as well when applied to other domains or tasks because it was trained without
input from the original one. There are often two options available to us. It’s possible to think of the pre-trained CNN as
an extractor of features. Extracted features can be used as input for a linear classifier. The fine-tuning approach, on the
other hand, is frequently used to fine-tune certain high-level layers [28-34]. The early layers of features are more general
in nature. However, the more detailed information from the original datasets may be found in the following layers. It’s
possible that freezing the earliest layers may yield characteristics that can be applied to a wide range of jobs. The work
may produce even more specific characteristics in our datasets by fine-tuning the next layers [21, 35-37].

3. RESULTS AND OUTCOMES

In our investigation, we used two alternative models. In a multi-class classification model, the first model is used to
identify the second model is a binary classification model used to verify the results The binary classification model uses
photographs of differences as inputs. Both models have been fine-tuned using a pre-trained VGG-16 model. In these
models, ROIs are not preprocessed. Experiments using ROI data models were also conducted, however the results were
not as anticipated. Low-quality datasets and unconfirmed image quality make it impossible to reliably classify classes.

Model Type Achieved Accuracy
Levels

Multi-Class Classification 98.12 %

Binary Classification 97.51 %

The projected approach with multi-class classification is quite effective and giving better results as compared to the
classical binary classification.
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FIGURE 6. Performance Evaluation of the Projected Approach.

A model that uses Euclidean distance as the distance between features will provide results that are difficult to explain.
Differential images of the same and dissimilar classes, as well as interclass and intraclass distances, are employed in this
study. How to describe the distance between two images in simple terms might be a challenge. It’s helpful to take photos
of the differences between two photographs so you can see just how big the disparity is. Using the Euclidean distance
between feature sites as a measurement is unnecessary in this scenario. So, in the binary classification problem, it is
possible to calculate FAR and FRR with relative ease According to how many samples match, FRR (false negative) and
FAR (false positive) are defined. The FAR and FRR were calculated based on the forecast’s probability. A very low error
rate (ERR).

Deep learning, as all know, is data-driven. The quality of the data is critical to the success of an experiment. The
results are encouraging, despite the poor quality of the dataset utilised. Paper-referenced findings were not met by either
the identification or verification models’ final outcomes. When compared to other models, deep learning approaches are
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easier to apply and do not need extensive feature handling and engineering. According to some previous research, still
have room for improvement when it comes to pre-processing data, building models, and selecting hyper-parameters.

4. CONCLUSION

Security has grown increasingly crucial in recent years. The Finger Vein Authentication System has attracted our inter-
est due to its robustness, consistency, and high level of performance. Biometrics, such as fingerprint and iris biometrics,
have a lower level of reliability. Finger vein authentication removes the possibility of tampering since it relies on the fact
that each person’s veins are distinct, even if they are identical twins, and reside beneath the skin their whole lives. In
recent years, a number of deep learning algorithms have greatly increased the ability to recognize finger vein patterns.
Finger vein authentication and the deep learning approaches used to build the Finger Vein Recognition system are the
major objectives of this manuscript.
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