Credit Card Fraud Identification using Logistic Regression and Random Forest
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ABSTRACT: Fraud is an ancient yet ever-changing profession. Because of the digitization of money, financial transactions, banks, fraudsters now have a limitless number of possibilities to perpetrate crime from behind a screen, anywhere around the world. Fraud has a broad influence, with direct ramifications for business and the economy. It is of great worry to cybercrime organizations as recent studies have proven that ML algorithms may successfully be utilized to identify fraudulent transactions in massive amounts of payment data. Such techniques may identify fraudulent transactions in real time, which human auditors may miss. In this research, we apply supervised ML algorithms to the issue of fraud identification by analyzing simulated financial transaction data that is available to the public. Our aim is to show how supervised ML methods may be utilized to successfully identify data with extreme class disproportion. By way of example, we show how exploratory analysis may be utilized to identify fraudulent from real purchases. We also show that Random Forest outperform Logistic Regression when applied to a clearly distinguished dataset.
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1. INTRODUCTION

Fraud is an increasingly prevalent occurrence. Computer network fraud is a common topic in the news, and in some situations, it takes some time before the problem is discovered. Fraud has a significant effect that directly affects the economy and company. Therefore, fraud detection methods are crucial. Effective tools to help corporate operations are provided by statistical and data mining techniques. One of them is fraud detection, and there are programs that look for instances like credit card fraud or hacking of computer systems. The main cause of financial losses is fraud, which is more prevalent than ever, particularly in the modern Internet era [1]. Transaction fraud cost the economy over $30 billion in 2020, $32 billion in 2021, and over $36 billion in 2023 [2]. Cyber security and cybercrime teams work hard to stop online financial scams [3]. This is an important part of their jobs. Most financial companies and banks have teams of researchers whose sole job is to create automatic systems that look at transactions made with their products and find ones that might be fake. In order to be better equipped to handle cybercrime situations, it is crucial to investigate the method for resolving the issue of spotting fraudulent entries/transactions in vast volumes of data. Businesses and organizations in a variety of sectors are very concerned about financial fraud. Traditional rule-based systems and manual investigations often fall short of keeping up with fraudsters' increasingly sophisticated strategies. As a consequence, a lot of businesses are using ML algorithms to identify financial fraud [4].

ML employs advanced algorithms to evaluate massive quantities of data, identify trends, and detect anomalies that may indicate fraud. By automating the process, ML models can significantly enhance the efficiency and accuracy of fraud detection, enabling organizations to identify and respond to fraudulent behavior in real-time. The aim of this research is to explore different ML techniques that can be applied to financial fraud detection. By utilizing historical transactional data, these techniques aim to identify fraudulent patterns, detect anomalies, and predict potential fraudulent activities. This study will discuss several ML approaches commonly employed in financial fraud detection, including supervised
learning, unsupervised learning, anomaly detection, neural networks, ensemble methods, and feature engineering [5]. Each technique will be examined in terms of its applicability, advantages, and potential limitations. Furthermore, this research will emphasize the importance of continuous model updates and retraining to ensure that fraud detection systems remain effective against evolving fraud tactics. Additionally, it will discuss the need for a comprehensive approach that combines ML with other fraud detection techniques, such as rule-based systems and human expertise, to achieve optimal results [6].

The three primary goals of this research are as follows:
1) To investigate financial fraud detection literature to comprehend the many facets of the issue.
2) To use supervised ML methods to find financial fraud using a sample dataset that is publicly accessible.
3) To compare multiple approaches to determine which is most suitable for this application.

The reminder of the article is organized as below. Brief literature study is described in Section 2. Section 3 describes the framework. The method and result analysis are presented in Section 4. Section 5 discusses the conclusion and future activities.

2. LITERATURE REVIEW

Decision trees, Least Squares Regression, Logistic Regression (LR), and SVMare used to identify suspicious activities in live data sets. Two techniques under random forests [7] are used to teach the behavioral features of regular and abnormal transactions. Both CART and random trees are used in these random forests. There are still problems with unbalanced data, despite the fact that random forest obtains outstanding performance with small data sets. The focus of future work will be on resolving the aforementioned problem. The random forest algorithm might need some tweaks. KNN, Nave Bayes, and LR are tested on highly unbalanced credit card fraud data, and meta-classifiers and meta-learning strategies for handling such data are investigated [7]. In certain situations, supervised learning techniques for fraud detection may not be successful. To separate out outliers from regular behavior, we build a model using a deep Autoencoder and a constrained Boltzmann machine [8]. Credit card fraud may be detected via a hybrid technique suggested by Olena et al. [9], which uses random forest and isolation forest to identify anomalous transactions. The suggested paradigm of the author rests on two main components. One of them raises doubts about unsupervised learning-enabled anomaly detection. The second theory considers the unusual occurrences category. Supervised learning is used. The speed of data that works well with the hybrid model on real-time data [10] is the key issue of the proposed research. The technology was tested to see whether it could detect the location of customers making purchases and utilize that information for detection purposes. The magnitude of abnormality is not the basis for this hybrid model. On the other hand, it depends on what kind of oddity it is. The geolocation-based transaction anomaly detection technology is used to uncover fraud. However, privacy and secrecy are not sufficiently secured because of the usage of real-time data to identify fraudulent transactions. The author divided the detection of fraudulent activity into three stages: user verification; a fuzzy clustering approach; and an ANNclassification phase. The approach helped achieve a 93.90 percent success rate and a 6.10 percent error rate in classification [11]. Credit card fraud risk methods for higher-dimensional data have been suggested by Rtyali et al. [12], who offer a combination of random forest (RF) classifier and SVMclassification approaches. The idea came from seeing how fraudsters pick out their features in an unbalanced big dataset. Since fraudulent transactions are rare, finding them might be challenging. Recall, Accuracy, and AUC are only few of the assessment criteria the author has utilized to assess the model's performance.

A ML-based method for detecting credit card fraud has been recommended by [13], which makes use of hybrid method with majority voting and Ada Boost techniques. To help the approach along, they included random noise of 10%-30% into their hybrid models. Based on the 30% noisier sample data, multiple voting methods were given a score of 0.942. Therefore, they concluded that the voting system was the most efficient approach in the existence of disruption. To learn the differences between typical and abnormal buying and selling habits, researchers turned to the RF presented in [14]. In this analysis, we compare the effectiveness of the classifiers in these two RF in detecting credit card fraud. This study looks at how well these two models based on RF can spot credit card scams. These two RF models were evaluated using information from a Chinese e-commerce firm. Although the proposed RF may perform admirably on modest samples, issues like as imbalanced data prevent them from being at the same level of excellence as larger samples [15].

3. PROPOSED FRAMEWORK

This article used the standard ML method. The tagged class variable in the discovered dataset was utilized as the prediction variable in ML methods.
1. Using exploratory analysis, we thoroughly evaluated the data set and found potential fraud predictors.
2. We observed the separation of fraud and non-fraud transactions using different visualization approaches.
3. We tested with two supervised ML algorithms to tackle the fraud detection problem.
4. We also attempted under-sampling to solve the dataset's class imbalance.
5. The models were built using cross-validation to minimize overfitting and provide consistent performance.
6. AUC and Confusion Matrix were utilized to compare the performance of the various models.

![Recommended framework workflow](image)

**FIGURE 1.** - Recommended framework workflow

This study was carried out in Python utilizing a Jupyter notebook. The ML algorithms were run utilizing built-in libraries and methods. Functions were developed when required to ease certain analysis or visualizations. The Fig. 1 figure depicts in detail the whole procedure described in the study. The work was completed completely in Python, with the analysis recorded in a Jupyter notebook. Several analyses were carried out using standard Python libraries (sklearn, pandas, and seaborn). These libraries are discussed more below.

**Description of Dataset**

This investigation makes use of a dataset of synthetically created digital transactions generated using an emulator called PaySim [16]. It replicates mobile money transactions based on a sample of genuine transactions collected from one month of financial logs from an African country's mobile money service. It generates a synthetic dataset by aggregating anonymized data from the private dataset and then injecting fraudulent transactions. The dataset contains nearly 6 million transactions as well as 11 variables. There is a variable called 'isFraud' that represents the transaction's real fraud status. This is the class variable for our investigation. The number 1 implies fraud, whereas the value 0 shows non-fraud.

4. **METHODS AND RESULT ANALYSIS**

4.1 **CLASSIFICATION MODELS FOR FRAUD DETECTION**

Recall is a valuable indicator for measuring model performance. High-class imbalance datasets generally result in low recall, despite great accuracy. Accuracy will also be considered, since lower accuracy suggests that the organization attempting to identify fraud would pay more costs in screening the transactions. Alternatively, we might use the ROC and AUC. This will not be an acceptable measure if the model correctly detects the bulk of fraudulent transactions. As a result, we utilize this to validate the model's performance. Cross-validation is also needed to make sure that the models don't make too many assumptions about the training data. We do this with stratified 5-fold because we need to make sure that the class mismatch is still there in the validation sets.

4.2 **RANDOM FOREST METHOD**

Random Forest (RF) is a popular ML algorithm that belongs to the family of ensemble methods. It combines the predictions of multiple decision trees to make accurate and robust predictions. The algorithm was introduced by Leo and Adele in 2001 and has since become widely used in various domains. RF have gained popularity due to their ability to handle complex problems, provide insights into feature importance, and achieve high accuracy with robustness against overfitting. In this part, we use RF model, and compute the mean recall score.

![Train Confusion Matrix](image)

**FIGURE 2.** - Train Confusion Matrix
4.3 LOGISTIC REGRESSION METHOD

LR is a widely used statistical and ML algorithm for binary classification tasks. It is a linear model that predicts the probability of an event occurring based on input features. LR was developed by statistician David Cox in the 1950s and has since been extensively applied in various fields. It is a widely used algorithm for binary classification tasks. It provides interpretable results, can handle large datasets efficiently, and serves as a good baseline model for many classification problems. Here, we train the LR model and compute the mean recall score. We draw the confusion matrices for the logistic regression model's train and test datasets and assess the recall and precision in each scenario.
There are two outcomes from the preceding results:
1. There is no overfitting and the testing and training datasets are consistent.
2. High accuracy and poor recall suggest that applying the method on data with a high degree of class imbalance will not provide great results.

The RF algorithm produces near-perfect outcomes. When memory scores are compared to LR, RF performs much better in identifying fraud. Furthermore, the RF model’s performance is constant across training and testing datasets. As a result, there is no overfitting.

The outcomes of the two methods are compared in the table below:

**Table 1. - Comparison of Logistic Regression and Random Forest Results**

<table>
<thead>
<tr>
<th>ML Method</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test (%)</td>
<td>Train (%)</td>
</tr>
<tr>
<td>Random Forest</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>90.12</td>
<td>91.03</td>
</tr>
</tbody>
</table>

Even if the results of the RF model are good, we should try to improve the results of LR by changing the parameters and correcting class imbalance. In the next part, we’ll talk about these plans. We train the LR model on a part of the original training sample. To make an under-sampled training dataset, we keep all of the fraud cases and pick a random number of non-fraud cases that are the same size. We can now find the best LR model for the under-sampled dataset by changing the ‘Cost function’ and ‘Regularization factor’ factors. In the result below, the memory scores for different combos of the punishment function and the cost function are shown. So, the best LR model with undersampling (l1 penalty and C = 100) and a recall of 50% has a recall of 50%. The LR method is not as good as the standard RF model. The model uses ten trees (n_estimators) in the forest, but the highest depth is not limited. When the results of cross-validation are good, overfitting is no longer a problem. The picture below shows how important each element is to the RF model. The picture below shows which factors have the biggest effect on the fraud predictions.

**FIGURE 4. – RF Method Feature Importance**
FIGURE 4. – RF Model ROC curve

Compared to all the other factors, the “newbalanceOrig” trait is the most important one for making the forecast. The picture below shows how the AUC and ROC curve were calculated for this model.

Summary of the Analysis

To find frauds, we looked at data on banking transactions and made an ML model. Part of the study was to clean up the data, do qualitative analysis, and use prediction models. During the data cleaning process, we checked for missing values, changed the data types, and made a summary of the factors in the data. In predictive models, we tried out both the LR and RF methods. We found that RF works best for this application because its accuracy and memory rates are almost 100%. We tried to improve the LR results by under sampling, but since a lot of data was left out, the results were the same. We used cross-validation to make sure the models weren’t too good. From our labeled dataset, we can say that detecting theft in financial activities works, and RF is the best way to do this.

Limitations of the Research

In this work, we assessed the efficacy of employing certain supervised ML approaches to tackle the issue of financial transaction fraud detection. The following are the limitations of the methodologies used in this study:

1. To train the algorithms, we utilized a pre-labeled dataset. However, it is sometimes difficult to locate labeled data, making the use of supervised ML approaches impractical. In such circumstances, we should consider unsupervised approaches that are beyond the scope of this work.
2. This study considers digital transaction data such as the quantity transmitted, the time of the transaction, and the balances of the recipient and the originator. These characteristics of detecting fraud may not be applicable to other types of financial transactions.
3. We have utilized RF and LR method. Even though the results of the research employing these algorithms are promising, additional strategies must be evaluated to determine which algorithm is most effective for this particular use case.
4. Due to the vast magnitude of the data, we were restricted in our computational power to investigate other strategies for parameter tuning and the SMOTE sampling methodology. These strategies may aid in enhancing the study’s findings.

5. CONCLUSION

At last, we created a method for spotting suspicious financial activities in databases. This framework will help you better understand the many facets of fraud detection, such as the generation of derived variables to assist in class separation, the adjustment of class imbalance, and the choice of the most appropriate ML algorithm. Two ML algorithms, LR and RF, were compared and contrasted. Since RF outperformed LR, we may infer that tree-based algorithms work well with transaction data that has well-defined classes. This emphasizes the need for thorough exploratory research to be conducted before ML models are developed. A few indicators emerged from our exploratory analysis that served to further differentiate the groups from the raw data. The study's results will be useful for firms and organizations looking to establish or improve their financial fraud detection systems utilizing ML methods. Organizations may strengthen their defenses against fraud, reduce financial losses, and safeguard their stakeholders from possible damage by using these modern technologies.
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